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Distributed Control-Estimation Synthesis for
Stochastic Multi-Agent Systems via Virtual
Interaction Between Non-Neighboring Agents

Hojin Lee

Abstract—This letter considers the optimal distributed
control problem for a linear stochastic multi-agent system
(MAS). Due to the distributed nature of MAS network, the
information available to an individual agent is limited to
its vicinity. From the entire MAS aspect, this imposes the
structural constraint on the control law, making the optimal
control law computationally intractable. This letter attempts
to relax such a structural constraint by expanding the
neighboring information for each agent to the entire MAS,
enabled by the distributed estimation algorithm embed-
ded in each agent. By exploiting the estimated information,
each agent is not limited to interact with its neighborhood
but further establishing the ‘virtual interactions’ with the
non-neighboring agents. Then the optimal distributed MAS
control problem is cast as a synthesized control-estimation
problem. An iterative optimization procedure is developed
to find the control-estimation law, minimizing the global
objective cost of MAS.

Index Terms—Distributed control, optimal control.

[. INTRODUCTION

ISTRIBUTED control within a cooperative multi-agent

system (MAS) is the key enabling technology for dif-
ferent networked dynamical systems [1]-[4]. Notwithstanding
diverse distributed control strategies, their optimality is one
of the stumbling blocks due to individual agents’ limited
information. In particular, finding the optimal distributed con-
trol with network topological constraint is a well-known
NP-hard problem [5]. To ease this problem, some former stud-
ies have focused on a specific form of objective function along
with certain MAS network topology conditions under which
the optimal distributed control laws can be designed [6]. More
particularly, different techniques have been investigated to
design suboptimal distributed control laws for different MAS
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cooperative tasks [5], [7], [8]. In this letter, a new avenue
for accomplishing the optimal distributed control of MAS is
presented while not requiring the restricted form of the objec-
tive function, nor the network topology. The key idea is to
expand the available information for each agent by employ-
ing the distributed estimation algorithm, and use the expanded
information to relax the network topological constraint in a
tractable manner. In a nutshell, the main contributions are the
following.

1) A synthesized distributed control-estimation frame-

work is proposed based on the authors’ preliminar-
ily developed distributed estimation algorithm [9]. The
newly proposed framework enables the interactions
between non-neighboring agents, namely virtual inter-
actions.
With the aid of virtual interactions, a design procedure
that solves for the optimal distributed control law of the
stochastic MAS over a finite time horizon is developed,
which was originally an intractable non-convex problem
due to the network topological constraint.

2)

[I. PROBLEM FORMULATION
A. Dynamical Model of Stochastic MAS

Consider a stochastic linear multi-agent dynamical system
including N homogeneous agents whose dynamics is given by:

xi(t + 1) = Ax () + Bui(t) + wi(r), Vie{l,...,N} (1)

where x;(f) € R" and u;(t) € R? are the state and the con-
trol input of the i agent, respectively. w;(r) is a disturbance
imposed on the i agent, assumed to follow zero-mean white
Gaussian distribution with covariance ®;(f) > 0. t € Z,
{0, 1, ..., }indicates a discrete-time index. A, B are the system
matrices with appropriate dimensions, and are assumed to sat-
isfy the controllability condition. Accordingly, the entire MAS
dynamics can be written as

x(t 4+ 1) = Ax(?) + Bu(t) + w(©)
A=(Iy®A), B=(Iy®B)
x() = [F@) - E0] we) = [wF @ -l o]

=Wl whn]"

©))
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where ® is the Kronecker product between matrices. The inter-
actions between agents are rendered by inter-agent network
topology, described by a graph model G consisting of a node
set V = {l,2..,,N} indexing each agent and an edge set
€ C V x V indicating the network connectivity between the
agents. Each edge (i,j) € &£ denotes that the node i can
acquire the state information of the node j. An adjacency
matrix A = [a;] € RN*N can express the network con-
nectivity of the graph model, where its element a; = 1 if
(i,)) € &, and a;; = 0 otherwise. A degree matrix is defined as
D = diag(d; - - - dy) where d; = Zj a;j is (weighted) degree of
node i. The Laplacian matrix £, given by £ = D— A, is useful
for analysis of the network topology. The set of agents whose
state information is available to the i agent, i.e., the neigh-
borhood of the i agent, is expressed as €2;, and its cardinality
is expressed as |€2;|. Based on the given network topology, the
noisy measurement of neighborhood states {x;(#)|j € V} from
the " agent’s perspective can be represented as follows [9]:

zj(1) = ¢l (@) +vy(®), Vi€V 3)
where ¢;; indicates the availability of the measurement of the
j™ agent’s state from the i’ agent such that ¢; = 1 when
J € ;, and ¢;; = 0 otherwise. The noise of the measurement
from the i to the j” agent is specified as vij(#) which is
assumed to be independent and identically distributed (i.i.d.)
Gaussian random variables with zero mean and covariance
8ij(®) > 0. Further the measurement and the noise sets of the
i agent are denoted by Z;(¢) = [ziTl - ~ziTN(t)]T and v;(r) =
[v% t)--- v};\,(t)]T, respectively. Over a finite time horizon ¢ =
0,...,T, one can rewrite (2) as a static form by stacking up
the variables and matrices [10]:

x=Pyw+ Pau 4
where

P11 =({-DA~!, P,=(U—-DA)"'DB

A=Ir; 1 ®A, B= |:OIT®B]
NnxNpT
D= OnnxnaT — ONnxin
InnT ONnT xNn

where I7 and Or respectively denote the identity and zero
matrices of size T x T , and M; = [0,---1,---0,] € RP*Np
is the block matrix having I, in the i block entry and filled
with 0, in other block entries. And x = xO)T . x(TT e
RMTHD and u = YNy @ MDu; € R™T are the
stacked agents’ states and their control inputs over the hori-
zon, where u; = [;(O)T...u:(T — DTIT e RPT,vi € V.
w = xOT wOT ...%(@T — D] € RVMT*D 5 the vector
containing initial agents’ states and the additive noise. Over
the finite time horizon T, individual agents interact with their
neighbors according to the control law #; embedded in each
agent. Without loss of generality, u; can be designed by the
following output feedback control law [10]:

= (Ur @ MHFZ; 0.1-1) = Ur @ M)FC(x +v;), VieV
&)
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Fig. 1. Virtual interaction based distributed control-estimation
synthesis.

where v; = [O)T...v(DTT e RMTHD i ¢ V),
Zior-n = [ZOT---Z(T = D' € R™, and C =

[InnT OnnTxnn]- The crucial part is the design of the feed-
back gain, which is denoted by F € F. Here, F C RNPTxNnT
is an invariant subspace that encodes network topological con-
straints for distributed MAS imposed by A, as well as embeds
causal feedback policies by forcing the future response entries
to zeros.

B. Optimal MAS Distributed Control Problem

Given the equivalent static form of the stochastic linear
MAS dynamics over the time horizon T (4), we seek to address
the optimal distributed control problem.

Problem 1 (Optimal Distributed Control Law Subject to
Structural Constraint) [10]:

min ]E[xTQx + uTRu]
FeF
subject to (4), (5), VieV (6)

where Q c RNn(T—H)XNn(T—H) > 0’ and R € RNpTprT -0
are the associated weight matrices.

Due to the structural constraints imposed on the control
input space [, Problem 1 is a highly non-convex problem,
which is indeed NP-hard and a formidable computational bur-
den [5]. To circumvent such a difficulty, we propose a concept
of virtual network topology that allows for the interactions
between non-neighboring agents, i.e., virtual interaction as
depicted in Fig. 1.

Since the state information of the non-neighboring agent
is not available, an appropriate estimator is required for each
agent to obtain the estimates of non-neighboring agents’ states.
Using the Bayesian approach, Kalman-like filter! is adopted
for estimation as we consider a linear MAS along with the
Gaussian uncertainties.

Definition 1: The state estimate and its covariance of the
MAS using the i agent’s measurements are denoted by
'X(1) = Elx(0)|Z;, 0] and 'Z(1) = E[(x(@®) — ‘X@®)(x(t) —
")Ac(t))T|Z,',(0;,)], Vj € V, respectively [9], where E[e|e] is the
conditional expectation.

The nominal recursive structure of Kalman-like filter is
represented by:

&(1) =% (1) + LOH(Z() — '3 @) 7

'We refer to the recursive linear estimation algorithm that estimates the
states via optimizing error covariances as the Kalman-like filter.
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Fig. 2. lterative optimization procedure for the optimal distributed
control-estimation synthesis.

where X7 (f) = E[x(#)|Z; 0:1—1)] denotes the predicted state
estimate from the i agent’s perspective. H; € RM%ilxnN
only encodes the neighbor of the i agent, that is, H; =
[l ha ---hg " ® I, where h, € RN, and m =
1,2,...,|R;| are the nonzero column vectors of the matrix
diag(ci1, ¢ip., ..., cin). And, L;(¢) € RN Xn[2] represents the
estimator gain at time step ¢ for estimating the states of the
MAS from the i’ agent’s perspective. Once the entire MAS
state estimate information becomes available for each agent,
one can replace (5) with the estimation-based feedback control
law. Accordingly, Problem 1, distributed control law subject to
structural constraint, can be reformulated into the problem that
simultaneously designs both distributed control and distributed
estimator.

Problem 2 (Optimal Distributed Control-Estimation law
With Virtual Interactions):

_min JF, Y1, ..., TN)
FelF,Y;,VieV
subject to (1), and
wi=(Ir @M)FC '3, VieV ®)

where & = [XO)T.--ZOTT, J(F, Y1,...,Ty) =
ExTOx + uTRu] and Y; = {Li(®)|t = O, ..., T} is the set
of estimator gains over the time horizon T for the i agent.
Remark 1: It is worth noting that, compared to F, F C
RNPTXNnT js a subspace that only encodes causal feedback
policies, not restricted by any network topological constraint.
Albeit Problem 2 can successfully relax the structural con-
straint on the control law F, it is not straightforward to solve as
the control law and the state estimation errors mutually affect
each other [9]. To resolve such complexity, we propose an
iterative optimization procedure in a distributed fashion such
that: i) divide the primal problem (Problem 2) into the set of
sub-problems, each is viewed from an individual agent’s per-
spective; ii) sequentially design the distributed estimation and
control laws for each sub-problem; iii) mix the results from
individual sub-problems to approximate the optimal solution
to the primal problem. The overall schematic of the proposed
distributed control-estimation synthesis is delineated in Fig. 2.
For the " iteration, the optimization procedure consists of
the following sub-steps. Firstly, distributed estimator design
optimizes a set of estimator gains Ti(l), Vi € V based on the

disturbance/noise model, the network topological constraint,
and the suboptimal control law resulted from the previous
iteration. Then, distributed control law design computes a
set of optimal control laws iFD Vi € V, each from the
individual agents’ perspectives, based on the state estima-
tion error information from the designed distributed estimator.
Finally, distributed control-estimation synthesis mixes the set
of LF (l), Vi € V to construct the solution candidate, F©, for
Problem 2. The constructed control law is evaluated to check
the convergence and is used for the next iteration. The iteration
terminates once the pre-defined stopping criteria are fulfilled,
yielding the optimal control-estimation law, denoted by F*
and Y7, VieV.

IIl. ALGORITHM DEVELOPMENT

This section details out the proposed synthesis procedure of
the optimal distributed control-estimation law that can comply
with an arbitrary network topology of the stochastic MAS.

A. Distributed Estimator Design

To begin with, the distributed estimation algorithm is opti-
mized by means of estimator gains Tl.(l) ,Vi € V. As offline
design phase, individual estimators can be designed based
on the entire MAS model information along with the control
law computed from the previous iteration, (A, B, and F (1_1)).
For brevity, we use F to designate F/~1 in this subsection.
Recalling (7), the distributed estimator embedded in the i
agent calculates (), Vt € {0, ..., T}, whose performance can
be measured by the estimation error.

Definition 2: ‘e(f) :== x(f) — 'x(¢) is the MAS state estima-
tion error from the i”* agent’s perspective, and its covariance
is 'S (1) by Definition 1. Further, e(t) = ['e()T-- - Ne()T]T €
RNV stacks all the estimation errors from individual agents’
estimator, and the corresponding covariance is denoted by
(1) = Ele(e(T] € RN"WXNaN - Similarly, ‘e~ (1), 'S~ (1),
e (), X7(t) are defined in terms of the predicted state
estimate ‘X~ (r) [9].

Assumption 1: The initial conditions ‘%(0),Vi € V, and
% (0) are given to individual agents in order to initiate each
of their distributed estimators.

Based on the prior knowledge, the estimation based control
input of the i agent at time step ¢ can be written by:

t
wit) = M; Y Fia '3(k) ©)

k=0

where Fiy € RPV*"N is the block matrix which spans from
(knN)™ to (knN + nN — 1)™ columns and from (kpN)" to
(kpN + pN — 1)”’ rows of the control law matrix F. With (9),
the entire MAS dynamics (2) can be expressed by:

t—1

x(t+ 1) = Ax(t) + BFyx(0) + Y BFiax(k)
k=0

t
— Y BMFye(k) +v(t) (10)

k=0
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where B = 1}, ® B, M = blkdgMIM,,...,MIMy) €
RNPNXNPN - and Fiy = Iy ® Fis. blkdg(e) denotes a block-
diagonal matrix with block matrices e, and the vector 1y € RY
indicates every element equals to 1. Then the predicted state
estimate of the entire MAS from the i agent’s perspective is
given by:
—1
BT+ 1) = A 'R(0) + BF/X(0) + ) BFu'2(k)
k=0

(1)

Subtracting (11) from (10), and concatenating the results for
all agents in V' gives:

t—1

e (t+1) = A + Y Wuek) + 1y @ (D)
k=0

where A, = Iy ® (A + BFy) — Iy @ BMFy,

Uy = Iy ® BFy — Iy ® BMFy, (12)

Correspondingly, £~ (¢ + 1) is represented by:

T4+ 1) = AZOAT + Zi0)
—1 -1
+ Y AElee(@ 1V, + Y WpEle(ple® 1A
q=0 p=0
t—1 t—1

+ 33 W Ele(ple@) W]

p=04¢=0

where ¥;(f) = (INIJTV) ® blkdg(®1(), ..., On(1)). Note
that the summation terms in the RHS of (13) (e.g.,
Ele(p)e(q)T], g # p) imply the correlations of state estimates
over time induced by the control law (9). Now, the predicted
error, (7) can be rewritten by:

13)

R+ =%"@+1)

+ Li(t+ DH;(e™ (t+ 1) +vi(t + 1)) (14)
Like the Kalman gain, L;(f + 1) can be computed in a
way minimizing the mean-squared error of the state estimate,
ie., E[llle(r + D)||?]. This is in fact equivalent to mini-
mizjng the trace of the posterior covariance 'matrices, i.e.,
Tr("X(t + 1)),Vi € V. By the definition of '3X(t 4+ 1), we
have:

IS+ 1) = Ellet + Diet + D1 Zi 041 1)]
= (Iy — Li(t + DH) 'S~ (t + DIy — Li(t + DH) T
+ Lit+ DH'E (¢ + D(Li(r + DH)T (15)

where

Lik+1) ="S™(t+ DH] (St + 1))~
Sit+1) =H(Z @+ 1)+ Ex+ D)HS
I2(t41) = blkdg(Ej1(t + 1), En(+1),...Bn(+ 1))

(16)
Correspondingly, X (¢ + 1) can be updated by:

Yt+)=U-Lt+ 1) ¢+ DI =L+ 1)T

+ Le+ 1)@+ DLe+1)T (17)

where gt + 1) = blkdg('E@ + 1),...,NE(@ + 1)), and
L(t + 1) = blkdg(Li(t + 1)H1, ..., Ly(t + 1)Hy). Note that,
the covariance between the state estimation errors at current
and past steps, i.e., E[e(r+1)e(s)T] and E[e(s)e(t+1)T], Vs < ¢
need to be updated using the computed L(7 + 1). The cross-
covariance between the i and the j* agents’ state estimates
Us(t 4 1) == Elle(t + 1Ye(r + DT] € RV*M ig at the off-
diagonal block entry, while ‘X(t + 1) € RV™>M s at the
diagonal block entry of Z(t + 1) € R¥*"N*NN Dye to space
limit, the detailed expansions of them are reported in the Arxiv
version [11]. Based on the computed Y; from (16), each agent
can update %0, 'X(r) and (7, respectively using (14), (15),
and (17). This completes the implementation of the distributed
estimation algorithm.

Remark 2: 1t is noted that X (#) computed by each agent
is irrespective of agent’s perspective since the same initial
condition X(0) is given to each agent by Assumption 1.

Remark 3: The proposed distributed estimator guarantees
the stability of the estimation error in the sense of Lyapunov,
if individual agents satisfy the observability condition stated
in [9, Lemma 1]. The full proof of the stability is reported in
the Arxiv version [11].

B. Distributed Control Law Design

In this section, the computationally tractable formulation of
the optimal distributed control law is derived from the indi-
vidual agents’ perspectives. The main idea starts with relaxing
the structural constraints on F by applying the estimator (14)
to each agent.

Definition 3: Let ‘e := x — % stacks up the time series of
the estimation errors from the i’ agent’s perspective, over the
time horizon T. Given F and Y;,Vi € V, one can construct
the estimation error covariance over the time horizon 7', ¥; :=
E[ieleT], Vi € V, as well as the cross-covariance between two
different agents ¥;; := E['e Jel], Vi # j € V.

In terms of the time series of the estimation errors, the state
estimation based control law over the time horizon can be
expressed by:

N N
u=y MFCk=FCx—Y MFC'e

1 1

(18)

where M; = IT ® (MiTMi),Vi € V. Plugging (18) into (4)
yields the objective cost in (8) as follows:

1 1
JF, Y1, Yy = 1Q2( — PFO) ' Puzi|?
1 1 1
+HIR2( = FCP) ' FCPU i |2 + Y 1Q2 P
ij
X (I = FCPp)  (MFCT;CTFT MD) 3|2
1 -1 1
+ Y IR = FCPr)  (MiFCEC"F M) 2|2
i
1
+ 192U — P FC) ' Prijy 3

1
+ IR2(I — FCP1p) ' FCPi1py I3 (19)
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where ||- I|§ and |- ||% denote Euclidean norm and the Frobenius
norm, respectively; and u, = E[w] € RM(T+D 5 =
E[(w — py) (W — MW)T] e RNn(T+1)><Nn(T+1)'

Apparently, the objective cost (19) has high-dimensional,
highly coupled optimization variables, i.e., F, which is our
main interest, and X, Vi,j € V, which are the implicit func-
tions of both F and Y;, Vi € V. The proposed iterative
optimization procedure alleviates these coupling complexities
in two aspects. First, akin to the alternating direction method of
multipliers (ADMM) technique [12], we set X;;, Vi, j € V con-
stant while optimizing F at the I’ iteration, thereby treating
J as the function of F only. Note that Y;, Vi € V is designed
over the constant F in the distributed estimator design phase
of the next iteration. Second, we interpret the global objective
cost from the individual agent’s viewpoint, and translate the
primal problem (Problem 2) into the agent-wise objective cost.
The objective cost, locally seen by the i agent’s viewpoint at
the I’ iteration, is denoted by “J) which can be constructed
using the estimated MAS input ‘u® = FOC(x — ‘e) instead
of (18). ‘F" is constructed from the i agent’s perspective
by optimizing the agent-wise objective cost, ‘J¢). Then, the
resulting agent-wise optimization problem is represented as
follows:

Problem 3 (Optimal Distributed Control Law From Agent-
Wise Viewpoint):

min_ JO(FO)
iFOeR

(20)

where
. . . _ oL
JOCFDY = 1Q2 U — P FOC) P EE
. 1. o1
+ IR U= FOCPy)  FOCP 'z 2

. _ . 1
+ 193U - PriFOC) Py iFCE 72
. 1. ni

HIRI(I~FOCP) 1 FOCE?|2

1 . —1 .
+192 — P! FOC) Priipnli3

1 : -1 ;
+ IRz - FOCPp) "FOCP pyl3 (21)

where 'u, = E[w|Z o], 'Zw = Elw — 'uw)w —
)T Zi o)1, Vi € V. Note that 5P € RVITHDxNa(T+D) i
computed by Definition 3 at the I’ iteration.

Definition 4: A subspace F is quadratic invariance (QI)
with respect to CPy, if and only if :FOCP,'FO e F. And
it is trivial to show that F is QI with respect to CP12[13].

It is well-known fact that QI is a sufficient and necessary
condition for the exact convex reformulation [13]. That is,
one can apply an equivalent disturbance-feedback policy to
make (21) a convex form, similar to [10].

Definition 5: Let us introduce the nonlinear mapping as:

h(®) = (I + ®CP1p) ' @, h: RNPTNIT o RNPTXNT - (99)
and define the cost function J o RNPTXNnT 5 R in terms of
the design parameter ‘®[10].

o ! . !

TOC0) = Q21 + P/ C)P1 TR |2

1; Rt 1 . ni
+ IR} OOCPL S|P + 1Q P s |2

| : - '
+ IR OO 4 IRV OO CP i, |3

1 . .
+ 192U + P’ POV Py I3 (23)

By [10, Th. 1], the following convex optimization problem
is equivalent to Problem 3.

Problem 4 (Equivalent Convex Problem to Optimal
Distributed Control From Agent-Wise Viewpoint):
min FOdpD)y (24)
ip0ep1 ()

By solving (24) using convex programming, one can find
the optimal ‘®", and the corresponding ‘F® from the
inverse mapping 4! of (22). The same optimization routines
(Problem 3 and 4) based on the locally seen cost from the other
agents’ perspectives are processed to get the optimal control
laws ‘7D Vi e V at the I iteration step.

C. Distributed Control-Estimation Synthesis

The set of optimal control laws from individual agents’
viewpoint, iFrd i ¢ V, is mixed to approximate the solu-
tion to Problem 2 by the agent-wise mixing strategy proposed
as follows:

N
FO=3"M;'FO (25)
i

The basic intuition of the proposed strategy is to exhibit the
control law for the i agent using the one computed from
the sup-optimization problem (Problem 3) from the i’ agent’s
perspective. Accordingly, the proposed mixing strategy allows
for individual agents to retain distributed controllers to be exe-
cuted, retaining each of their sub-optimal solutions without
interfering with each other.

D. Convergence Check

The last step of the iteration loop evaluates the designed
distributed control law (25), together with the estimator (7).
First, let S be a set which stores the designed control law, F (1),
and the estimator gains, Tl.(l), Vi € V, from each iteration step
as follows:

S= {s(l)

sO = (ﬂ”,rf’),...,r,{,’)), le N} (26)

The iteration terminates if: i) the total iteration counts the
threshold number N,,,; or ii) the consecutive iteration is
converged with respect to the following stopping condition:
AJ(U, 1 —1) < €gop 27
where AJ(LI — 1) = [JFOY? vy -
J(FU=D, Tl(l_l), . ..,T]E,l_l))| and €gop is the threshold
magnitude for the convergence. The objective cost of the
corresponding control law J(F UN Tl(l), e, T]g)) is computed
by plugging the designed control law, F®, and the set of
distributed estimator gains Ti(l),\?’i € V into (19). The final
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Algorithm 1: Virtual Interaction Based Distributed
Control-Estimation Synthesis

Initialize the MAS dynamics information A, B, £, ¥(0), F' (0),
€stop> Nmax and the cost metrics Q, R.
for [=1,2, - Npyay do
a) Distributed estimator design
for t=0 to the termination time 7'
1) Update (¢ + 1) usin% FU=D_(13), (16), and (17)
end for, Output — Tl.() and Ei( ,VieV
b) Distributed control law design
for i=1 to the number of total agent, N
2) Solve (24), and compute 'F (
end for, Output —> ‘FO vieV
¢) Distributed control-estimation synthesis
3) Synthesize the control law F' U] using (25)
d) Convergence check
4) Store ]-'(l), and Yl.(l), Vi € V in the set §
5) If (27) is satisfied or [ > Ny, then terminates.
end for, Output — F*, and Y}, Vie V

output of the control-estimation synthesis is given by:

Fr=r0 rp=7" Vviev

where [ = arg min.l(]-'([), Tl(l), R Tlgll))
Vie|S|

(28)

The overall recursive structure of the control-estimation syn-
thesis procedure is summarized in Algorithm 1.

It is noted that the Algorithm 1 is executed in the offline
design phase. Once the distributed control law F* and the cor-
responding estimator gains Y;* for each agent are designed,
each agent is deployed into the distributed online operation
using its own prior knowledge. It is worth noting that the
majority of the heavy computations occur at the offline design
phase. Therefore, when it comes to the online operation, it
is not burdensome to the limited on-board resources of each
agent. Indeed, the computational complexity of the online
operation for the proposed algorithm is scaled by the number
of agents, i.e., O(N).

IV. NUMERICAL SIMULATION

The effectiveness of the proposed algorithm is demonstrated
with an illustrative MAS example. The MAS consists of five
agents whose dynamics and objective are specified by the
following parameter sets: A = 1, B = 1, O;(t) = 1,
"8(H) = diag(1,1,1,2,1),Yi e V,Vt € {0,..., T}, T = 5,
Q = Is ® (5Is — l545), and R = I5. The MAS network
topology is set to be partially connected, the same as the one
in [9]. To validate the performance of the proposed algorithm,
we conduct a comparative analysis with two different sce-
narios: i) MAS with the fully connected network, which is
free from network topological constraint; and ii) MAS with
the same (partially connected) network topology where non-
neighboring agent information is not available to each agent.
For the second case, we test the suboptimal method presented
in [5]. The simulation results are shown in Fig. 3. By virtue
of the virtual interactions between non-neighboring agents, our

30 Optimal solution with fully connected network [10]
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Fig. 3. Cost value statistics histogram (Monte Carlo simulations with
100 runs).

algorithm outperforms the existing method in the partially con-
nected network, and even matches the fully connected network
case despite the network topological constraints.

V. CONCLUSION

This letter has proposed a novel design procedure of the
optimal distributed control for the linear stochastic MAS, gen-
erally subject to network topological constraints. The proposed
method gets around the network topological constraint by
employing the distributed estimator, whereby each agent can
exploit the non-neighboring agent’s information. Future work
will include the theoretical performance guarantee of the
proposed distributed control-estimation synthesis such as sta-
bility analysis, and a further extension to the infinite time
horizon case for practical use.
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